
AI Guides
AI and Ethical Frameworks 

Is your AI system ethical? How do you know? Why should you care?

Ethical issues and technology are not new. As stated by Kranzberg in his first law of 
technology: “Technology is neither good nor bad; nor is it neutral….”

Although most companies do not set 
out to make their AI systems unethical 
or to use them in unethical ways, 
concerns are starting to be raised 
around the world about the ethical 
issues (and risks) that AI is increasingly 
presenting – this includes issues around 
bias, fairness, equality, transparency, 
empathy, dignity, privacy, human control/
oversight, sustainability, resiliency and 
reliability to name but a few.

So how can a non-sentient AI system be 
unethical? 

Ethical issues arise not only from how 
AI systems are used but also as a result 
of how humans program it (i.e. the 
algorithms underlying the AI system) and 
as a result of how the AI system is trained 
(i.e. the initial ‘training’ datasets).

An example: Bias within an AI system

Bias can either be deliberately introduced 
into, or inherent within, an AI system. 

The introduction of deliberate bias into 
an AI system is often easy to spot. 
For example, if an internet chatbot is 

released that learns from its interactions 
with people online and the chatbot is 
‘attacked’ by internet trolls, it is likely 
(and in the past has quickly resulted in) 
the chatbot learning to respond in highly 
offensive and inflammatory ways.

Inherent bias may not be so obvious, 
and a degree of inherent bias is generally 
unavoidable (after all humans are likely 
to have collected the data underlying 
the initial datasets) but it can often 
be addressed if the developer, or the 
operator, actively considers whether an 
AI system may (or could) be biased.

For example, if you want to train your AI 
system to identify when a person is “in” 
an image but you train the AI system 
using pictures predominantly of Anglo-
Saxon males, it is highly likely the AI 
system will learn to be biased towards 
Anglo-Saxon males and either not 
identify, or will incorrectly identify, non-
Anglo-Saxon males (such as Asian men 
or women). 

Similarly, if you have an AI system 
designed to automatically select the 
best candidates for a position based on 

their resumes and the system is trained 
on the traits of the top 100 employees 
over the last 20 years and those top 
100 employees are almost all male, 
the AI system is likely to develop rules 
that preference male candidates at the 
expense of female candidates. 

Consequences of using biased AI system 
(even when it is unintentional) include 
potential legal or regulatory issues (for 
example, a company may inadvertently 
breach anti-discrimination laws) and 
significant reputational issues (especially 
when an automated decision goes wrong 
(for example an individual is denied a 
service) or an AI powered object does 
not work as intended. 

After all, it is significantly easier to lose 
the public’s trust than it is to gain it.

A potential solution? Ethical 
frameworks

In response to growing concerns, the last 
2 years has seen a proliferation of ethical 
frameworks, guidelines and principles 
(over 80 at last count) being developed 



by governments, private companies, 
research institutions and not-for-profits.

Key examples include the European 
Commission’s High-Level Expert Group 
on Artificial Intelligence (AI HELG) “Ethics 
Guidelines for Trustworthy Artificial 
Intelligence” and the OECD’s “Principles 
on AI” (the latter having been endorsed by 
42 countries including Australia and has 
now been adopted by the G20).

Australia has recently entered this 
space with the Department of Industry, 
Innovation and Science announcing 
Australia’s eight “AI Ethics Principles” in 
November 2019.

Australia’s eight principles focus on: 
Human, social and environmental 
wellbeing; Human-centred values; 
Fairness; Privacy protection and security; 
Reliability and safety; Transparency 

and explainability; Contestability; and 
Accountability.

The principles are currently being tested 
by a number of companies (including 
NAB, Telstra, CBA and Microsoft) and 
are currently voluntary for Australian 
companies who are using, or developing, 
AI systems.

However, whether they remain voluntary 
is yet to be seen…
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AI Guides
Ownership of AI Generated Works

Who owns a work created by an AI computer program?

AI is already being used to create art, music, architectural floor plans and poetry.  AI is being used to assist in the 
inventive process.  Ownership questions arise in relation to works and inventions created by AI.  For example, who owns 
the copyright or patent rights?

At present in Australia, there is no 
specific law dealing with ownership of IP 
in works generated by a computer. What 
is clear is that there will be no copyright 
protection without a human author.  
Similarly, to obtain a patent, a human 
inventor is needed.

There is no general definition of “author” 
in the Australian Copyright Act.  In 
relation to a photograph, the author 
is defined as the person “who took 
the photograph”.  This just raises the 
question of who took the photograph.  

For example, who took a photograph 
from a camera on a drone, where one 
person controls the flight path of the 
drone (and hence the overall position of 
the camera), another person controls 
the camera via remote control, a third 
person selects a photograph from a 
burst of photos, and a fourth person runs 
the photo through a series of filters and 
photo editing software?

Does it make any difference if the drone’s 
position and flight path is controlled by 
an auto-pilot computer program and the 
photo’s colour palette and brightness is 

automatically corrected by the computer 
program in the camera?

If a CCTV camera is fixed to a post and 
takes a photo every 30 seconds, is there 
a person taking that photo, and if so, 
who?

For a work that is created by an AI 
program, there are often many humans 
involved, for example humans who wrote 
the AI program, trained or configured the 
AI program, collected the data, own the 
hardware, pay for the electricity, operate 
the AI program, and so on.  

In some ways, the creation of an AI work 
is like the creation of a movie – there are 
many people involved in making a movie 
and the producer usually is regarded 
as the maker of the film and hence the 
copyright owner.

Current State of Play in Australia

At present in Australia, there is no 
specific provision of copyright or 
patent law dealing with computer-
generated works, despite law reform 
recommendations in this regard.  There 
are statutory provisions in the UK dealing 

with copyright for computer-generated 
works.

In Australia, the law has not been applied 
to AI created works.  At present, for a 
work that is created by an AI program, 
the following are possible outcomes:

 � Because there is no human author, 
there is no copyright protection for 
the AI created work.

 � The human most associated with the 
creation of the expression in the work 
is the owner of the copyright in the AI 
created work.

 � The group of humans who work 
together and are involved with the 
creation of the expression in the work 
are joint owners of the copyright in 
the AI created work.

 �  The producer or alternatively the 
director of the work (using film 
concepts) is the owner of the 
copyright in the AI created work.

Until the law is reformed or clarified, the 
question of ownership of IP in AI created 
works is uncertain in Australia.
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