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As AI becomes more popular, 
organisations are increasingly being 
forced to ask themselves how best to 
balance AI innovation with privacy law 
compliance.  In its Human Rights and 
Technology discussion paper released 
December last year, the Australian 
Human Rights Commission (AHRC) 
highlighted the right to privacy as one 
of the key human rights affected by the 
rise of new technologies, and noted that 
the privacy risks posed by AI-informed 
decision making had become a major 
community concern.  Although not all 
AI systems collect personal data, many 
do.  And these systems can process 
personal information in volumes and at 
rates that were previously unimaginable.  

How could your AI system cause you 
to breach privacy laws?

One of the key foundations of Australian 
privacy law is that personal information 
should be collected from an individual 
for a specific purpose, that purpose 
should be disclosed to the individual, 
and that information should only be 
used for that purpose, with limited 

exceptions.  Even businesses that don’t 
use AI grapple with these limitations.  
But for organisations using AI, the 
difficulties are exacerbated.  

In many cases, an entity won’t be 
able to predict the relationships and 
correlations that a particular data 
set is going to reveal.  In fact, the 
value of using AI regularly comes 
from subsequent uses of data.  For 
example, an algorithm may discover 
an unexpected relationship in data 
collected for one purpose that is 
particularly valuable for another 
purpose.  However, under Australian 
privacy law, an entity must not use the 
data for that new purpose unless it is 
satisfied that the new purpose would 
be within the “reasonable expectation” 
of the individuals from whom the data 
was collected.  If not, it will have to 
seek consent from those individuals 
to use their data for the new purpose.  
Organisations that purchase data in bulk 
from third parties will need to go through 
a similar process.  

Another core data protection principle 
that may conflict with businesses’ 
use of AI is the “collection limitation”, 
which only allows organisations to 
collect personal information to the 
extent “reasonably necessary” for their 
functions.  But in the world of AI, there is 
almost no such thing as too much data.  
Many AI systems need large amounts 
of training data to “learn” from, and this 
may encourage organisations to collect 
more personal data than what is actually 
necessary for the particular project.  It 
can also be difficult to predict when an 
algorithm has been adequately trained, 
and the use of any data after that point 
is arguably in breach of the collection 
limitation.  To manage this, businesses 
should have procedures in place to help 
their engineers and developers assess 
and continuously reassess how much 
and what type of data is necessary for 
the particular project. 

Australian regulators have also 
foreshadowed the introduction of a 
“right to be forgotten” (ie the right to 
have your personal information erased 

Does AI have a privacy problem? 



on request), similar to the right provided 
under the EU’s General Data Protection 
Regulation.  If this proposal goes ahead, 
it raises another question – how do we 
teach an AI system to “forget”?  Some 
have suggested that this might be 
impossible. 

So what does the future look like for 
AI and privacy? 

We are likely to see a regulatory 
response on some of these issues in 
Australia – for example, the AHRC has 
proposed that the Government should 
introduce laws regarding “explainability” 
of AI-informed decision making, and 
establishing a cause of action for serious 
invasions of privacy.  If enacted, these 

laws may force businesses to adopt 
much stricter procedures regarding their 
use of AI.  In the meantime, businesses 
should be guided by the approach of 
regulators overseas.  The Information 
Commissioner’s Office in the UK is 
leading the charge in this regard, and has 
recently provided guidance on how to 
conduct a data privacy assessment for an 
AI system that processes personal data.
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Ownership of AI Generated Works

Who owns a work created by an AI computer program?

AI is already being used to create art, music, architectural floor plans and poetry.  AI is being used to assist in the 
inventive process.  Ownership questions arise in relation to works and inventions created by AI.  For example, who owns 
the copyright or patent rights?

At present in Australia, there is no 
specific law dealing with ownership of IP 
in works generated by a computer. What 
is clear is that there will be no copyright 
protection without a human author.  
Similarly, to obtain a patent, a human 
inventor is needed.

There is no general definition of “author” 
in the Australian Copyright Act.  In 
relation to a photograph, the author 
is defined as the person “who took 
the photograph”.  This just raises the 
question of who took the photograph.  

For example, who took a photograph 
from a camera on a drone, where one 
person controls the flight path of the 
drone (and hence the overall position of 
the camera), another person controls 
the camera via remote control, a third 
person selects a photograph from a 
burst of photos, and a fourth person runs 
the photo through a series of filters and 
photo editing software?

Does it make any difference if the drone’s 
position and flight path is controlled by 
an auto-pilot computer program and the 
photo’s colour palette and brightness is 

automatically corrected by the computer 
program in the camera?

If a CCTV camera is fixed to a post and 
takes a photo every 30 seconds, is there 
a person taking that photo, and if so, 
who?

For a work that is created by an AI 
program, there are often many humans 
involved, for example humans who wrote 
the AI program, trained or configured the 
AI program, collected the data, own the 
hardware, pay for the electricity, operate 
the AI program, and so on.  

In some ways, the creation of an AI work 
is like the creation of a movie – there are 
many people involved in making a movie 
and the producer usually is regarded 
as the maker of the film and hence the 
copyright owner.

Current State of Play in Australia

At present in Australia, there is no 
specific provision of copyright or 
patent law dealing with computer-
generated works, despite law reform 
recommendations in this regard.  There 
are statutory provisions in the UK dealing 

with copyright for computer-generated 
works.

In Australia, the law has not been applied 
to AI created works.  At present, for a 
work that is created by an AI program, 
the following are possible outcomes:

 � Because there is no human author, 
there is no copyright protection for 
the AI created work.

 � The human most associated with the 
creation of the expression in the work 
is the owner of the copyright in the AI 
created work.

 � The group of humans who work 
together and are involved with the 
creation of the expression in the work 
are joint owners of the copyright in 
the AI created work.

 �  The producer or alternatively the 
director of the work (using film 
concepts) is the owner of the 
copyright in the AI created work.

Until the law is reformed or clarified, the 
question of ownership of IP in AI created 
works is uncertain in Australia.
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